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Abstract
We introduce an interferometric technique for passive

time-of-flight imaging and depth sensing at micrometer ax-
ial resolutions. Our technique uses a full-field Michelson
interferometer, modified to use sunlight as the only light
source. The large spectral bandwidth of sunlight makes
it possible to acquire micrometer-resolution time-resolved
scene responses, through a simple axial scanning operation.
Additionally, the angular bandwidth of sunlight makes it pos-
sible to capture time-of-flight measurements insensitive to
indirect illumination effects, such as interreflections and sub-
surface scattering. We build an experimental prototype that
we operate outdoors, under direct sunlight, and in adverse
environment conditions such as machine vibrations and vehi-
cle traffic. We use this prototype to demonstrate, for the first
time, passive imaging capabilities such as micrometer-scale
depth sensing robust to indirect illumination, direct-only
imaging, and imaging through diffusers.
1. Introduction

The recovery of 3D information for an imaged scene is
one of the core problems of optics, imaging, computer vision,
and other sciences. In particular, the ability to sense depth at
axial resolutions of a few micrometers is of great importance
for critical applications areas such as medicine, precision
fabrication, material science, and robotics.

Existing contactless imaging techniques for micron-scale
3D sensing, such as interferometry and microscopy, require
active illumination, most commonly from a coherent source.
This makes these techniques impractical for use outdoors, in
the presence of strong ambient illumination that overwhelms
the active source, or in power-constrained applications. On
the other hand, existing passive 3D sensing techniques, such
as multi-view stereo, shape from shading, and depth from
(de)focus, achieve resolutions of hundreds of micrometers
at best, placing them out of scope for applications requiring
micron-scale resolutions.

We change this state of affairs by introducing a com-
pletely passive micron-scale 3D sensing technique. Our
technique is interferometric, and uses sunlight as the only
light source, to capture full-frame time-of-flight measure-
ments at axial resolutions of 5 micrometers. Our technique
additionally takes advantage of the spatial incoherence of
sunlight, to enable robust 3D sensing in the presence of se-
vere indirect illumination effects (interreflections, subsurface
scattering), and even tasks such as imaging and 3D sensing
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Figure 1. Using sunlight interferometry to passively recon-
struct part of a circuit board. (a) and (b) show a schematic
and photograph of the sunlight interferometer we build for passive
time-of-flight imaging. We use this system to reconstruct part of
a Raspberry Pi circuit board that has multiple resistors, soldering
pads, and tracks. (c) and (d) show a picture of the scene as seen
through the imaging camera, along with an inset highlighting fine
geometric features. (e) shows the estimated depth map, and (f)
and (g) the corresponding rendered 3D surface. Our technique
reconstructs fine features such as the PCB tracks and through-holes,
despite operating outdoors under adverse environment conditions.

through optically-thin scattering layers.

To demonstrate these capabilities, we build an experimen-
tal prototype that we operate outdoors, under direct sunlight
and adverse experimental conditions (wind, machine vibra-
tions, vehicle traffic). This is in stark contrast with previ-
ous demonstrations of interferometric sensing, which were
only possible under carefully-controlled lab conditions (dark
room, vibration-isolated optical tables, no air flow). Even
under these adverse conditions, our experiments show that
it is possible to perform passive depth scanning, at pixel-



level lateral resolution and micrometer axial resolution, for
objects that are challenging to scan even with active illumi-
nation techniques (translucent, metallic, occluded by thin
scatterers). More broadly, our results open the door for the
deployment of interferometric techniques in uncontrolled
outdoor environments, and for the development of passive
computational light transport capabilities such as direct-only
imaging, imaging through scattering, and transient imaging.
To facilitate future research towards these directions, we
provide setup details, reconstruction code, and data in the
supplement and project website.1

Potential impact. The ability to perform interferometry
outdoors can be useful for applications such as field inspec-
tion (e.g., detecting tiny but dangerous defects on airplane
surfaces), field robotics (e.g., high-resolution manipulation),
and field medicine (e.g., in battlefields, disaster environ-
ments, or impoverished regions). In addition to outdoor
operation, all of these applications benefit from passive oper-
ation: Removing the active source allows for lighter, lower-
cost, and lower-power depth sensing, all features critical for
field operation—often requiring mobility, small form factors,
and functionality under limited electricity access. This is
particularly important considering that the source is typically
the system component consuming the most power, and also
one of the costliest and bulkiest.

2. Related work
Passive depth sensing. A variety of techniques in computer
vision measure depth while relying only on external light to
illuminate the scene and provide signal to the camera. These
techniques use depth cues such as disparity [10,37,60], focus
and defocus [5, 30, 38, 39, 76], or shading [35, 42]. Unfor-
tunately, all of these techniques are severely constrained in
terms of the reflectance properties of the scene.
Active depth sensing. To alleviate these limitations, active
depth sensing techniques use a controlled light source to in-
ject light into the scene. Examples techniques include photo-
metric stereo [81,84], structured light [16,33,63,66,73], im-
pulse time-of-flight [6,27,31,32,40,48,49,55,62,64,77,78],
correlation time-of-flight [9, 41, 51, 52, 68, 72, 75], or combi-
nations thereof [1]. However, with a few exceptions [1, 63],
active depth sensing techniques fail under strong ambient
lighting conditions that overwhelms the projected illumina-
tion. Additionally, their increased power consumption due
to the light source can make them impractical for power-
constrained applications or field operation.
Interferometric depth sensing. Most of the techniques
listed above are limited to depth resolutions in the order of
millimeters (for passive) or hundreds of micrometers (for
active). For applications requiring micrometer depth reso-
lution, one option is to use interferometric techniques [3,
17, 18, 22, 23, 26, 28, 36, 43, 44, 46, 50, 53, 54, 56, 59, 79, 83].

1https://imaging.cs.cmu.edu/sunlight_interferometry

Unfortunately, all these techniques are active, and extremely
sensitive to ambient light. Additionally, the micron-scale sen-
sitivity of interferometric techniques makes them notoriously
sensitive to environmental conditions such as vibrations and
wind, making outdoor operation seemingly impossible. As a
consequence, most interferometric techniques are restricted
to controlled lab conditions.
Mitigating indirect illumination. Active depth sensing
techniques typically operate under an assumption of direct-
only illumination. Indirect illumination effects, such as
interreflections and subsurface scattering, introduces spu-
rious signal into measurements, resulting in inaccurate depth
estimation. To mitigate these effects, computatioanl light
transport techniques focus on optically removing indirect
illumination by probing light transport [67]. Probing tech-
niques use spatial modulation of the illumination and camera,
and include schemes such as epipolar imaging [63,66], high-
spatial-frequency illumination [61, 70], and spatio-temporal
code illumination [1,34,65]. Similar probing capabilities can
be implemented in interferometric systems, by exploiting
the spatio-temporal coherence properties of the illumina-
tion [28, 50]. Importantly, with the exception of Nayar et
al. [61], the ability to suppress indirect illumination is cur-
rently only available to active techniques.
Passive interferometry. Passive interferometry has been
studied extensively for applications other than outdoor
depth sensing. Examples include its use in seismology for
subsurface imaging [19, 24, 74], and in ultrasound imag-
ing [80]. More recently, passive interferometry has been
used to perform light source localization for occluded imag-
ing applications, in carefully-controlled indoor lab environ-
ments [7, 8, 11, 12, 21]. In radio astronomy, passive inter-
ferometry techniques use the Hanbury-Brown-Twiss effect
to image astronomically distant light sources [14, 15, 45].
Lastly, very-long-baseline interferometry is used for high-
resolution imaging of cosmic radio sources, and was used to
produce the first-ever image of a black hole [4, 13].

3. Theory of sunlight interferometry
We begin by presenting an analysis of interferometric

image formation model using sunlight. Our analysis lever-
ages results from previous works on interferometry with
incoherent illumination [28, 50].
The Michelson interferometer. Our optical setup is a ver-
sion of the classical Michelson interferometer (Figure 2(b)).
The interferometer receives illumination from direct sunlight,
through an optical configuration that reflects sunlight to be
parallel with the optical axis (Section 5). A beam splitter
splits the input illumination into two beams: one propagates
toward the scene arm, and the other toward the reference
arm. The reference arm is a planar mirror mounted on a
translation stage that can vary the mirror’s distance from the
beam splitter. After reflection, the two light beams recom-
bine at the beam splitter and propagate toward a camera with

https://imaging.cs.cmu.edu/sunlight_interferometry
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Figure 2. (a) We use as illumination sunlight, which is both tempo-
rally incoherent (large spectral bandwidth) and spatially incoherent
(large angular bandwidth). (b) We inject this illumination into
a full-field Michelson interferometer, which we use to perform
micrometer-scale direct-only time-of-flight imaging.

a two-dimensional sensor.

To simplify notation, we analyze the setup of Figure 2
in two dimensions—the extension to three dimensions is
straightforward. We use an (x, z) coordinate system (Fig-
ure 2(b)), where z is the optical axis of the interferometer,
coinciding with the illumination and sensor optical axes. We
denote by l and d (x) the axial distance from the beamsplitter
of the reference mirror and scene point that pixel x images,
respectively. We assume that the camera focuses at depth
z = d (x). As l is a controllable parameter, we denote it
explicitly. We denote by ur (x, l) and us (x) the fields ar-
riving at sensor pixel x after reflection at the reference and
scene arms, respectively. Then, the sensor measures,
I(x, l)=|us(x)|2+|ur(x, l)|2︸ ︷︷ ︸

≡I(x,l)

+2Re
{
us(x)u

∗
r(x, l)︸ ︷︷ ︸

≡C(x,l)

}
. (1)

The first two terms in Equation (1) are the intensities the
sensor would measure if it were observing each of the two
arms separately. We call their sum the interference-free
image I . The third term, which we call interference, is the
real part of the complex correlation C between the reflected
scene and reference fields. In the rest of this section, we
analyze how the correlation changes as a function of the
input illumination, reference arm, and scene arm.

Input illumination. Sunlight, and thus the illumination
injected in the interferometer, is temporally and spatially
incoherent. Temporal incoherence means that the illumi-
nation is broadband in spectrum, i.e., comprises multiple
independent waves propagating with different wavelengths.
In practice, as we discuss in Section 5, we use a spectral
filter in front of the camera to control temporal incoherence.
Rather than the wavelength λ, we will characterize the illumi-
nation spectrum using the wavenumber κ ≡ 2π/λ. Following
Goodman [29], we model the temporally-incoherent illu-
mination from filtered sunlight by assuming that its power
at different wavenumbers κ follows a Gaussian distribution

with mean κ̄ and standard deviation ∆κ:
Power (κ) ∝ exp

(
−(κ−κ̄)2/2∆2

κ

)
. (2)

The standard deviation ∆κ is the spectral bandwidth of the
illumination: the smaller its value is, the more monochro-
matic, and thus temporally coherent, the illumination is.

Spatial incoherence means that the illumination com-
prises multiple planar wavefronts propagating along direc-
tions with different angular offsets from the optical axis
z. This is accurate for sunlight, as the Sun is a far-field
area emitter subtending (when observed from the Earth) a
small solid angle. Following Goodman [29], we model the
spatially-incoherent illumination from sunlight by assuming
that its power at different angular offsets θ is uniform within
a small range ∆θ, and zero otherwise:

Power (θ) ∝ 1[−∆θ/2,∆θ/2] (θ) , (3)
The range ∆θ is the angular bandwidth of the illumination:
the smaller its value is, the more collimated, and thus spa-
tially coherent, the illumination is.

The transmission matrix. To characterize the correlation,
we need to consider how the scene arm reflects incident
illumination. For this, we use the scene’s (continuous)
transmission matrix T (x, x′): This complex scalar func-
tion equals the field generated at point x on the in-focus
plane z = d (x), given as input an impulse field at point x′

on the same plane [47, 69]. The transmission matrix is the
complex, wave-based analogue of the scene’s light transport
matrix [67]. The diagonal elements of the transmission ma-
trix T (x, x) equal the wave measured by a confocal system
that focuses illumination and sensing at the same point x and
depth d (x) in the scene. For a system with coaxial illumina-
tion (such as the Michelson interferometer), such elements
are dominated by direct illumination and are insensitive to
most indirect illumination effects (e.g., interreflections, sub-
surface scattering) [28, 67].

Correlation. We now can characterize the correlation of
Equation (1). Given illumination with spectral bandwidth
∆κ and angular bandwidth ∆θ, and a scene with transmis-
sion matrix T , Gkioulekas et al. [28] prove that,

C (x, l) = exp (iκ̄ (d (x)− l))G∆κ
(d (x)− l)∫

x′
T (x, x′)S∆θ

(x− x′) dx′, (4)

where G∆κ
and S∆θ

are the temporal and spatial coherence
functions, respectively,
G∆κ(τ)≡exp

(
−(∆κτ)

2
/2
)
, S∆θ

(ϵ)≡sinc(2ϵκ̄∆θ) . (5)
We observe that the temporal and spatial coherence functions
are shift-invariant kernels, with widths equal to the temporal
and spatial coherence lengths LG and LS ,

LG ≡ 1/∆κ, LS ≡ 1/κ̄∆θ. (6)
The temporal and spatial coherence lengths are inversely
proportional to the illumination’s spectral and angular band-



widths ∆κ and ∆θ, respectively. As the source becomes
more monochromatic and collimated, the temporal and spa-
tial coherence lengths become longer, and the temporal and
spatial coherence functions become wider, respectively.

Let us consider the case when the incident illumination
is sufficiently temporally and spatially incoherent. Then,
the spectral and angular bandwidths ∆κ and ∆θ are large
enough that we can approximate:

G∆κ
(τ) ≈ δ (τ) , S∆θ

(ϵ) ≈ δ (ϵ) . (7)
Consequently, the correlation in Equation (4) becomes

C (x, l) ≈ T (x, x) δ (d (x)− l) . (8)
We observe that we measure non-zero correlation only when
the position l of the reference mirror matches the scene depth
d (x). Then, the correlation equals the wave due to the direct-
illumination-only response of the scene. In practice, there
will be significant non-zero correlation only when the depth
difference between reference and scene is smaller than the
temporal coherence length, |l − d (x)| < LG. Likewise, the
correlation will include contributions from elements of the
transmission matrix close to the diagonal, corresponding to
indirect light paths starting at scene points x′ whose distance
from the imaged point x is smaller than the spatial coherence
length, ∥x′ − x∥ < LS . As we show in Section 6, using sun-
light corresponds to temporal and spatial coherence lengths
in the order of 10µm, suggesting that the approximation of
Equation (8) is accurate.

4. Direct-only time-of-flight imaging
We now use the results of Section 3 to derive a proce-

dure for performing direct-only time-of-flight imaging using
sunlight interferometry. We assume that we want to scan a
depth range equal to D. We discretize this depth range to
a set of axial locations lm+1 = lm + LG/2, m = 1, . . . ,M ,
where M = ⌈2D/LG⌉. The axial separation between con-
secutive axial locations is due to the fact that, following the
discussion at the end of the previous section, the temporal
coherence length LG determines the resolution at which we
can measure differences between reference and scene depth.

We use the translation stage of our setup to move the
reference mirror to each of the axial locations lm. At each
location, we use the camera to capture an image I (x, lm)—
as we use a two-dimensional sensor, we acquire each such
image for all locations x in the field of view in a single
exposure. We assume that, from each image I (x, lm), we
can isolate the corresponding correlation C (x, lm) term in
Equation (1). We detail how to do this later in this section.

Then, from Equations (4) and (8), the function
τ (x, lm) ≡ |C (x, lm)|2 , (9)

is approximately equal to the direct-only transient response
of the scene [28, 65]—up to a change of variables l = c · t
converting optical pathlength l to time t through the speed of
light c. The approximation is due to the non-zero extent of
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Figure 3. Processing pipeline. (a) We capture a stack of images
with the reference arm placed at a dense set of positions. (b) We
blur the stack temporally and spatially, to estimate interference and
correlation amplitude. (c) We extract a depth map by detecting the
axial location maximizing correlation amplitude.

the temporal and spatial coherence functions in Equation (4),
proportional to the temporal and spatial coherence lengths.
We quantify these coherence lengths, and thus the resolution
limits of our technique, in Section 6.

We then estimate depth for each point in the scene as:
d (x) = argmaxlm τ (x, lm) . (10)

We also estimate the direct-only intensity as τ (x, d (x)).
We note that Equation (10) assumes that the direct-only

transient has a single peak, corresponding to a single reflect-
ing surface at each location x. This assumption is violated,
e.g., when the camera observes a semi-transparent object in
front of another object. However, in practice, our procedure
can handle such cases without issue: As we record the en-
tire transient function τ (x, lm), we can search for multiple
peaks and detect the depth of all reflecting surfaces. We
show this experimentally in Section 7.2

Relationship to optical coherence tomography. The pro-
cess we described above is reminiscent to time-domain op-
tical coherence tomography (TD-OCT) [25, 44]. TD-OCT
systems use a Michelson interferometer setup, and create
incident spatially and temporally-incoherent illumination by
placing a source such as an LED or halogen lamp at the focal
plane of an illumination lens [28, 82]. Compared to TD-
OCT, which requires active illumination, we show that we
can perform time-of-flight imaging passively, using sunlight
as temporally and spatially incoherent illumination.
Computing correlation. We now describe how to com-
pute the squared correlation amplitude τ (x, lm) from the
measured axial stack of images I (x, lm) ,m = 1, . . . ,M .
The presence of the complex exponential in Equation (4)
suggests that we can use phase shifting [22] to estimate
τ (x, lm). However, this would require shifting the reference
mirror by fractions of the optical wavelength λ̄ = 1/κ̄ and
capturing 3-4 images around each location lm. This makes
acquisition prohibitively long, and is also impractical when
operating outdoors—environment vibrations make it difficult
to accurately perform sub-wavelength shifts.

Instead, we use the procedure proposed by Gkioulekas

2We implicitly made the same assumption in Equation (4), when we
assumed that the terms depending on l can be moved outside the integral.
This corresponds to assuming that the scene’s temporally-resolved transmis-
sion matrix has the form T (x, x′, l) = T (x, x) δ (l − d (x)). We made
this assumption to simplify exposition, but it is not necessary for either our
theory or our imaging procedure to work.
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Figure 4. (a) Schematic and (b) physical prototype of the sunlight interferometry setup on a utility cart.

et al. [28] to approximate the squared correlation amplitude
τ (x, lm): First, we estimate the interference-free image
I (x, lm) by averaging nearby frames in the axial scan,

I (x, lm) ≈ 1/N
∑N/2

n=m−N/2
I (x, ln) . (11)

Then, we estimate the squared interference as

Re
{
C (x, lm)

}2≈R(x, lm)=1/4(I(x, lm)−I(x, lm))
2
.

(12)
Lastly, we estimate the squared correlation amplitude as

τ (x, lm) = (Gs ∗R) (x, lm) , (13)
where Gs is a Gaussian kernel with standard deviation of s
pixels. We visualize our pipeline for correlation estimation
in Figure 3, and provide pseudocode in the supplement.

The intuition behind the blurring operation in Equa-
tion (13) is as follows: When imaging scenes with rough
surfaces, the interference appears as speckle. This speckle
is created due to pseudo-random sub-wavelength pathlength
shifts, accounting for the surface’s microstructure. Blur-
ring (squared) interference speckle around some location is
approximately equal to averaging squared interference mea-
surements at sub-wavelength shifts. This is how phase shift-
ing techniques estimate squared correlation amplitude [22].

5. Hardware prototype
We build an experimental prototype to demonstrate the

capabilities of sunlight interferometry. We show an image
of our prototype in Figure 4. We discuss here some key
implementation aspects, and refer to the supplement for full
implementation details, including a parts list, construction,
alignment, and calibration procedures.
Key specifications. Our prototype uses a camera equipped
with a CCD sensor (pixel pitch 3.7µm, 3400 × 2700 pix-
els) and a compound lens (focal length 300mm). We use
a reproduction ratio of 1:1, resulting in a field of view of
12.5mm × 10mm, and working distance of 600mm. For
axial scanning, our prototype uses a translation stage with

Figure 5. Google Maps view of experimental site. This image
showcases the challenging conditions of our experiments. Red:
setup location. Yellow: parking garage, causing constant traffic
with multiple vehicles (including trucks) passing per acquisition.
Orange: train tracks, with trains at frequent intervals. Green:
building air intake causing a constant loud background hum. Blue:
power transformer also causing a loud constant background hum.
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Figure 6. Sun tracking. (a) In a closed loop, we estimate the
direction of the light beam reflecting from the mirror with a tracking
camera focused at infinity, and correct it by rotating the mirror. (b)
Tracking camera images of the Sun during a centering operation.

resolution 10 nm. We use an axial stepsize of 5µm (Sec-
tion 6) and capture 1000 images per scan at exposure times
of 50ms. This results in acquisition times around a minute
per scene. We follow Gkioulekas et al. [28] in setting the
various imaging settings to maximize interference contrast,
and thus signal-to-noise ratio (SNR).

Tracking the Sun. As it is not practical to orient the optical



axis of the interferometer towards the Sun, and to account
for motion of the Sun during acquisition, we equip our setup
with a custom Sun-tracking assembly (Figure 4, green boxes).
This assembly comprises a mirror whose 3D orientation is
controlled via two motorized rotation stages. We set the
mirror orientation using information from a tracking camera
separate from the imaging camera: We set the camera so
that its optical axis is parallel to that of the interferometer,
and its lens focused at infinity. The camera directly images
the Sun through the mirror, and provides feedback (through
a digital PID controller) to the rotation stages to adjust the
mirror orientation, so that the Sun remains at the center of
the camera’s field of view.
Outdoor operation. To perform experiments outdoors and
mitigate the vibration effects, we build our setup on an opti-
cal breadboard mounted on a utility cart. The imaged scenes
are on the ground or a tripod. We do not use any enclosures,
and both our setup and scenes are fully exposed to ambi-
ent light. Figure 5 shows our experimental site. It includes
strong sources of environment noise, including moving vehi-
cles, air, and ambient sound. These experimental conditions
are in stark contrast with those in prior works on interfero-
metric computational imaging [20, 28, 50, 53, 54, 57], which
require carefully-controlled environments (e.g., dark room,
vibration-isolated optical tables, no air flow).
Cloudy sky conditions. We performed most of our experi-
ments under direct sunlight. However, we found that under
scattered or very high-altitude clouds, we are still able to
obtain high-quality depth, even if the clouds are fast-moving.
Figure 6(b) shows frames acquired by the tracking camera
during a single acquisition, showing the tracked Sun under
fast-moving, scattered cloudy conditions.
Cost discussion. Our design trades off the light source of an
active system for the Sun tracking module of a passive sys-
tem. We expect that, in a carefully designed implementation,
the passive system will have a significantly lower cost than
the active one. The parts we used for tracking in our proto-
type were simply parts we had readily access to, and can be
replaced with much cheaper off-the-shelf components: For
example, we can replace the rotation stages with an a pair
of galvo mirrors, and the machine vision tracking camera
with an inexpensive camera (e.g., Raspberry Pi HQ Cam-
era). Considering the high cost of a light source suitable for
OCT (including drivers for current control and temperature
stabilization), replacing the source with such a tracking unit
reduces overall cost.
Comparison to using an active source. In addition to im-
proved mobility, form factor, power consumption (Section 1)
and cost (above), using passive sunlight instead of an active
light source for outdoor operation provides more flexible
control of imaging performance characteristics. In particu-
lar, we can increase axial resolution simply by increasing
the bandwidth of the spectral filter we use, without impact-

ing power consumption or signal-to-background ratio—the
ratio of sunlight steered through our system to ambient sun-
light is unaffected by the filter. By contrast, when using
an active light source, it is necessary to also increase the
source emission bandwidth to match the increased filter
bandwidth. If the source’s power remains the same, the
result is worse signal-to-background ratio—more ambient
light is let through the filter, while active light remains the
same. Countering this requires increasing active light, which
results in increased power consumption.

6. Coherence properties of filtered sunlight
We measure the temporal and spatial coherence lengths

of sunlight, to determine the resolution limits of sunlight
interferometry, and inform our experiments in Section 7.

Temporal coherence length. Previous work has estimated
the temporal coherence length of direct sunlight to be approx-
imately LG = 0.3 nm [71]. However, performing sunlight
interferometry at these axial resolutions using the full spec-
trum of sunlight is impractical: First, chromatic aberrations
from optics (lenses, beamsplitters) when performing inter-
ferometry with very broadband illumination can drastically
reduce interference contrast [25]. Second, environment vi-
brations when operating an interferometer outdoors are in
the order of hundreds of micrometers. Together, these two
factors result in impractically low SNR.

Instead, we limit spectral bandwidth using a spectral filter
with central wavelength 550 nm and bandwidth 20 nm. To
measure the resulting temporal coherence length, we per-
form two experiments where we place either a mirror or a
planar diffuser at the scene arm of our setup. For each scene,
we measure τ at a dense set of reference axial locations.
From Equations (4)-(6), we expect the square root of the
measurements to be shaped like a Gaussian with standard de-
viation equal to the temporal coherence length. We perform
a Gaussian fit to the measurements, and estimate the tempo-
ral coherence length as the fit’s full-width half-maximum.
Figure 8 shows the results. For both mirror and planar dif-
fuser, we estimate the temporal coherence length, and thus
axial resolution, to be approximately LG = 10µm.

Spatial coherence length. To measure the spatial coher-
ence length of sunlight, we use the tracking camera of our
setup to capture a direct image of the Sun. At infinity focus,
the spatial extent of the Sun in this image is directly pro-
portional to the angular extent of sunlight (up to the focal
length of the lens). We can then use Equations (5)-(6) to
estimate the spatial coherence length. Figure 9 shows the
results. We estimate the angular extent of sunlight to be
around 0.57◦, corresponding to a spatial coherence length
of approximately LS = 100µm. This is consistent with
theoretical and experimental estimates in prior work [2, 58].
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diffuser scenes. From their full-width half-maximum, we estimate
temporal coherence length LG ≈ 10µm.
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Figure 9. Spatial coherence length of sunlight. (a-b) An image
of the Sun by the tracking camera yields an angular size of 0.57◦.
(c) From this, we estimate spatial coherence length LS ≈ 100µm.

7. Experiments
Depth scanning. In Figure 7, we show scans for variety of
scenes. These feature micrometer-scale geometric details,
and pose a variety of challenges including low reflectivity
(circuit board), specularities (coin, pawn) and strong sub-
surface scattering (chocolate, soap, pill). We obtain high
quality reconstructions, despite operating under very adverse
environment conditions (Section 5).
Scanning under extremely low SNR. A key challenge in
sunlight interferometry is the very low SNR in captured im-

(b) depth(a) scene

12

0

m
m

1 mm

Figure 10. Depth reconstruction under extremely low SNR. The
gummy bear has very little backreflected direct light, making it
extremely challenging to capture depth.

ages. This is for two reasons: First, in Equation (1), the
interference is typically much smaller than the interference-
free image. Second, the scenes are illuminated not only by
the sunlight directed at them by the interferometer, but also
by the ambient sunlight, further reducing interference con-
trast. To test the SNR limits of our technique, in Figure 10,
we scan a semi-transparent object (gummy bear) that backre-
flects very little light. Our technique still acquires accurate
depth for most of the scene, except for parts observed at
near-grazing angles (no backreflected light).

Seeing through diffusers. To test the ability of our tech-
nique to isolate direct-only (ballistic) light and measure mul-
tiple depth peaks, in Figure 11, we scan a scene where a coin
is occluded from the camera by a ground glass diffuser. The
conventional images of the scene show strong blur because
of the diffuser. Our technique can accurately acquire the
depth and clean images of the occluded coin.

Time-of-flight with indoor illumination. Even though we
focus on sunlight interferometry, Figure 12 shows an exper-
iment testing the ability to perform time-of-flight imaging
with passive indoor illumination. For this, we point the Sun
tracking module to a ceiling light about five feet from the
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Figure 11. Seeing through diffusers. We image a metallic coin
under three conditions: (a) directly, (b) with a ground glass diffuser
stuck to it and (c) with the diffuser placed 4mm away. The images
of the scene in (b-c) are blurred due to scattering in the diffuser.
The interference component rejects scattering.
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Figure 12. Depth reconstruction with indoor illumination at a
distance of about five feet from the interferometer.

tracking mirror. We scan the same metallic coin as in Fig-
ure 7, which backreflects a lot of light, resulting in accurate
depth recovery. However, this scanning setting remains chal-
lenging for non-metallic objects, because of the very low
SNR between backreflected versus ambient light.

8. Limitations and conclusion
Mechanical scanning and comparison to Fourier-domain
and swept-source OCT. As we mentioned before, the oper-
ation of our technique is similar to that of (active illumina-
tion) time-domain OCT techniques. Both techniques require
mechanical scanning along the axial dimension. This re-
sults in relatively slow acquisition times (around a minute
for our scenes), and increased mechanical vibrations that
reduce resolution and SNR. In OCT, these issues are amelio-
rated through the use of alternative technologies that elimi-
nate the need for axial scanning, such as swept-source and
Fourier-domain OCT. Swept-source OCT requires sweeping
the wavelength of a monochromatic source, which is not

possible when working with sunlight. Fourier-domain OCT
uses a spectrometer to measure interference as a function of
wavelength, which relates to the transient response through
a Fourier transform. Unfortunately, as two-dimensional
spectrometers of sufficiently high spectral resolution are
not available, this requires using raster scanning to acquire
full-frame images. Additionally, most implementations of
Fourier-domain OCT used single-mode fiber optics, which
are incompatible with spatially-incoherent sunlight. The de-
velopment of Fourier-domain sunlight interferometry is an
exciting future direction.
General light transport probing. Our method relies on the
spatial incoherence of sunlight to capture direct-only mea-
surements of the scene. However, modern computational
light transport imaging systems are capable of much more
general forms of light transport probing, which currently
remain out of reach for sunlight interferometry. Kotwal et
al. [50] showed that, by modulating the spatial and temporal
coherence properties of the incident illumination, it is possi-
ble to implement very general forms of probing inside inter-
ferometric imaging systems. Similar forms of modulation
can, conceivably, be incorporated in sunlight interferome-
try. In turn, this would make it possible to realize passive
variants of computational light transport techniques such
as focusing inside scattering and non-line-of-sight imaging.
We hope that our work will motivate and facilitate future
research towards these fascinating possibilities.
Conclusion. We have demonstrated a passive interfero-
metric method for micron-scale depth sensing outside the
controlled environment of an optics lab. Using light from
ambient sources such as the Sun removed the need to use
expensive, power-hungry, high-power or eye-unsafe lasers
for interferometry. The inherent incoherence properties
of sunlight made it possible to acquire time-of-flight in-
formation at micrometer scales, and insensitive to indirect
illumination effects that confound depth inference. Addi-
tionally, engineering a robust optical setup mitigated most
of the detrimental effects associated with performing ex-
periments in uncontrolled outdoor environments, such as
vibrations and wind, that typically hinder interferometric
measurements. Together, these contributions allowed us to
demonstrate, for the first time, passive imaging capabilities
such as micrometer-scanning of challenging scenes, direct-
only imaging, and imaging through diffusers. We also take
first steps towards enabling these capabilities under passive
indoor illumination. We hope that our work will motivate
applications in areas such as inspection, fabrication, robotic
grasping, and biomedical imaging.
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